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Significance
This work shows that using RAG techniques can improve accuracy and 

reliability, allowing for the application of LLMs in specialized areas, even 

when those areas that aren’t  extensively covered in their initial training. 

Problem
Large Language Models (LLMs) struggle out of the box when answering 

factually about detailed questions, especially in domains that are sparsely 

represented in their training data. This causes hallucinations and reduces 

reliability making it difficult for them to be used in practice. 

Contributions
1.We implemented Retrieval Augmented Generation for Chatbot LLM’s 

allowing for reliable and accurate nuclear diagnostic question answering. 

2.We Implemented fact evaluation tool to concretely evaluation LLM 

generations and identify hallucinations.

3.This model will be deployed in VIPER: Visualization for Predictive 

maintenance Recommendation’s. 
Methods
We implement a multistage pipeline to let LLMs access external information via 

Retrieval Augment Generation and to  evaluate the results for factual accuracy.
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• “What should I do if 
a valve is missing 
during inspection?”

• Nuclear diagnostics 
papers

• Images, Figures
• Work orders
• Other private documents

• Models like LLama2, 
ChatGPT answer the 
use query. 

• Relevant Passages can be 
individual paragraphs, 
work order, sentences. 

• Passage size is a 
hyperparameter set 
when loading the outside 
documents

• The Fact Evaluator 
grades the chatbot 
response for factual 
accuracy.

• Finally, the graded response 
is paired with the extracted 
passage and given to the 
user. 

Retrieval Augment Generation
What does 

CWS mean? 

Circulating 
Water System!

[Source]

Central Weather 
Service?

… But can be prompted with relevant 

information to improve utility!
Nuclear 
Diagnostics 
Handbook

Large Language Models struggle in 

disciplines like nuclear  diagnostics due 

to a lack of online information…

Retrieval Augment Generation (RAG) [1] uses a deep learning model called a 

Deep Passage Retriever, that embeds queries and passages from external 

documents, and returns the document with the highest similarity to the 

user query. The LLM is prompted with the most relevant passages to the 
users' questions and asked to generate a response.

Factuality Evaluation
To evaluate LLM generations for factual accuracy, we ask the LLM to break 

down each sentence from both the generation and the retrieved passage into a 

list of atomic facts [2] [3].  An “Atomic Fact” is the smallest claim that can 

be extracted from a sentence.

Then we use a Natural Language Inference (NLI) Model to classify each pair of 

generation facts and passage facts as either Entailment (Supported), Neutral, 

or Contradictory. To be considered true, a generated atomic fact must be 

supported with at least 50% probability by a fact from the ground truth.

Supports

“A Circulating Water System 
(CWS) is a critical component of 

a nuclear power plant, serving as 
the heat sink for the main steam 

turbine and other auxiliaries”

“A Circulating Water 
System (CWS) is a 

component of a nuclear 
power plant..”

“The CWS functions as 
the heat sink for the 

main steam turbine in a 
nuclear power plant.”

“The CWS also serves as 
the heat sink for 

associated auxiliaries in 
a nuclear power plant.”

“As the heat sink for the main steam 
turbine, the CWS at the Salem NPP is 
designed to maximize steam power 

cycle efficiency and reduce any 
adverse impact on the Delaware 

River”

“The CWS is the heat 
sink for the main 

steam turbine at the 
Salem NPP.”

The design of the CWS 
aims to maximize 

steam power cycle 
efficiency.

“The CWS is designed 
to reduce any adverse 

impact on the 
Delaware River.”
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• 67% supported 
by the 
reference text

• A deep learning model called a 
Deep Passage Retriever extracts 
the parts of the documents 
most similar to the user query.

Results
To evaluate our RAG pipeline, we compared LLM performance on 5 questions 

related to predictive maintenance with and without our rag pipeline. We see a 

131% increase in performance according to the Fact Evaluator. We also 

measure the degree to which the Fact Evaluator adheres to human opinions. 

We had a human hand verify each atomic fact across the 5 generations and 

saw that our Fact Evaluator has a 0.90 F1 score, or in other words 

87% of the time it agrees with the human evaluation. 
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